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“If I look back on many years of 
involvement in political decision-making 
and policy-making around science, 
innovation and R&D, I am struck by how 
much of it tends to turn on gut feel of the 
individuals involved, than on hard evidence 
and analysis. This is ironic, since good 
science is all about testing hypotheses 
against data, empirical results and facts. I 
do believe there is a potential role for UKRI 
here - at modest cost - to take a deliberate 
strategic decision to sponsor and promote 
more good research, analysis and 
evidence-gathering on “what works” in 
policy on science, R&D and innovation. We 
should, in short, live by our values!”





Many people have told us system-level social 
changes matter little in science, that the best 
aspiration is to get out of the way of individual 
scientists. 

We believe they're wrong. We believe there is 
extraordinary latent potential for discovery, potential 
that may be released through improved social 
processes.

Nielsen & Qiu (2022)









Why 
experiment?

§ Experimentation is a cornerstore of the scientific 
method 

§ An experiment requires learning systematically

§ Experiments can also be used to test and evaluate 
research funding processes, and responsible 
research funding (RRF) processes

§ Can RRF without robust evaluation & 
experimentation really be responsible?

§ Experiments can help funding organisations:
§ Explore alternatives to current approaches
§ Test the impact of interventions
§ Improve processes



Future opportunities 

Experiments with research funding are growing in scale and ambition, 
but still have a long way to go

It can be challenging to trial novel methods of funding allocation and evaluation but a 
growing number of funders are now engaged in such experiments. Peer networks of funders 
offer support in sharing lessons and insights into these methods.

There is exciting scope to scale and build the evidence base for randomisation and other 
methods. 

There is a need for more robust experimental studies, with defined baselines and controls—
ideally involving multiple funders. The potential of early pilots by a small number of funders 
will not be realised if these don’t mature into more ambitious experiments which can 
generate a compelling evidence base for the pros and cons, opportunities and limitations of 
specific interventions.



Future opportunities
Navigating the grey zone: Capturing reviewer uncertainty

Key question(s): How large is the “grey zone” in which reviewers and panels have trouble distinguishing 
which proposals to fund? It is widely accepted that unfundable proposals can be distinguished, but how 
clear is the “must be funded” top end? Are reviewers able to articulate certainty or uncertainty around 
proposal evaluation, and are we able to use this to see how elicitation of single scores can be augmented?
Potential intervention: Standard review procedure but with reviewers also asked for their confidence 
and/or estimated range of their scoring of proposals
Methodological considerations: Different elicitation techniques could focus on certainty vs uncertainty 
estimation, or the range of plausible scores a reviewer might give. A number of funders have been asking 
reviewers about their confidence in rating and scoring of proposals, but an analysis of the link between 
confidence and final scoring and of which criteria pose most uncertainties has not, to our knowledge, been 
conducted yet.



Future opportunities 

Designing panel rules for smarter decision making

Key question(s): Small differences in evaluation rules may impact the type and quality of funded 
projects (e.g. the weightings given to different criteria, how scores are aggregated, consensus rules in 
panels). This can result in certain types of proposals – e.g. more novel ones – being less likely to 
obtained funding (Franzoni, Stephan & Veugelers, 2021). A number of these design features of the peer 
review process could be tested robustly through experiments.
Potential interventions: There are a number of options to address the questions above, including:
Gold stars. To promote riskier proposals, ask reviewers to assign a gold star to the one proposal they 
would definitely want funded. These may highlight projects that, while not having the overall highest 
scores, could have higher potential.
Changing scoring rules. For instance, using a form of quadratic voting (Azoulay & Li, 2020), where 
reviewers allocate a fixed number of tokens over the proposals as they please, which allows them to 
indicate preferences (e.g. assign more tokens to one proposal they think especially deserving, or spread 
them across several decent proposals).

https://www.nber.org/books-and-chapters/entrepreneurship-and-innovation-policy-and-economy-volume-1/funding-risky-research
https://www.nber.org/papers/w26889


Future opportunities

Testing effects of introducing narrative CV requirements 
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